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ABSTRACT- The  theoretical  concept,  underlying  the  design of the Multi-angle 
Imaging  SpectroRadiometer  (MISR)  inflight  geometric  calibration  is  the sub- 
ject of this paper.  The  algorithm  is  designed  to  provide  data  absolutely neces- 
sary for success of MISR  autonomous  georectification. Two main segments of 
calibration are  related to the  errors  in  the  camera  internal  geometry and the 
errors in the  supplied  navigation  and  attitude data. The  inflight calibration 
strategies  rely on the use of global  ground  control  points  and digital elevation 
databases as  well as on the  unique  instrument  configuration of nine  pushbroom 
cameras. 

1 - INTRODUCTION 

The  MISR  instrument is part of the  payload  for NASA's Terra spacecraft, which is  scheduled to launch 
in November 1999. The purpose of MISR is to study  the  ecology and climate of the  Earth  through the 
acquisition of systematic,  global  multi-angle  imagery in reflected sunlight. In order to derive geophys- 
ical parameters  such as aerosol  optical  depth,  bidirectional reflectance factor, and  hemispheric reflec- 
tance,  measured  incident  radiances  from the multi-camera instrument must  be  coregistered. 
Furthermore,  the  coregistered  image  data  and any subsequently derived product (e.g. cloud top 
heights)  must be geolocated  in  order to meet experiment objectives such as: a) producing a data  set of 
value to long-term  monitoring  programs and allowing intercomparisons of data  on  time  scales exceed- 
ing that of an individual  satellite,  and b) providing Earth  Observing  System  synergism  by allowing 
data  exchange  between  EOS-platform  instruments. 

In order  to  appropriately  supply  MISR scientific retrieval algorithms with data,  the  ground  processing 
system  has been built for  continuous  and  autonomous  coregistration and geolocation. The multiangle 
multispectral  image  data  from  nine fixed pushbroom  cameras, housed by MISR  instrument, are geo- 
rectified to a common  map  projection. In response  to the specific  spatial  accuracy  requirements,  we 
adopted a processing  strategy  which partitions effort between the MISR  Science  Computing Facility 
and  the EOS Distributed  Active  Archive  Center  in a way that  minimizes  the  amount of processing 
required  at  the  latter  location.  Activities at the Science  Computing  Facility  lower  the  computational 
need at the  Distributed  Active  Archive  Center by precalculating certain datasets  early in the mission 
and  staging  them  for  on-going  use, in a manner  that  eliminates  excessive  calculation  during routine 
ground  processing.  The  preparation of these ancillary datasets  is  done as a part of the  global inflight 
geometric  calibration  utilizing a subset of MISR  imagery  and various datasets  representing ground 
truth. 

This  paper  describe the calibration  algorithm and operational strategy focusing  primarily on two is- 
sues: 1) possible  errors in the  internal  camera  geometric model and 2) possible errors in the supplied 
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ephemeris  and attitude data.  Section 2 gives an overview of the calibration  approach.  Section 3 present 
input dataset in  more details,  while  Section 4 describe mathematical models and  algorithm underlay- 
ing the geometric calibration processing. 

2 - OVERVIEW OF THE GEOMETRIC  CALIBRATION 

The in-flight geometric  calibration operations are not part of standard  processing.  Instead, they will 
occur at the  Science  Computing Facility with the objective of producing a geometric  calibration data 
set during  the first six-eight  months of the mission. This  data  set  is used as  an input to georectification 
processing in order to reduce  processing load and provide the best possible input to automatic image 
registration. A comprehensive description of the MISR au no,rnou georectification,  including the 
use of the geometric  calibration  data  set is given  in [9]. Pro &+ uctlo good quality  geometric calibra- -+*- 

tion dataset requires precise  determination of the cameras  interior geometry as well as determination 
of the instrument exterior orientation, taking into account errors  in  the  supplied  navigation and atti- 
tude. For that purpose, the  following photogrammetric techniques will be used,  such  as: 1) space re- 
section 2) simultaneous  bundle  adjustment and 3) combined  feature/area  based  image  matching. 

34 

The  geometric  calibration  data  set  consist of  two major parts: 1) Camera  Geometric Model and 2) Pro- 
jection  Parameters and Reference Orbit Imagery. 

The  Camera  Geometric  Model  data  set is a set of parameters which are used in a  mathematical ex- 
pression that gives the pointing  direction of  an arbitrary pixel in reference to the  spacecraft coordinate 
system  (SCS).  These  parameters reflect geometries of the camera  system  and  account  for distortions 
(including temperature  dependencies)  from an ideal optical system  [lo].  Some of the  parameters of 
the camera  geometric  model  characterized during preflight ground  calibration  must be verified in or- 
bit. It is  expected that recalibrated  camera geometric model will provide pointing  vectors with accu- 
racy  of 1/8 of the pixel or better. 

The  full  set of Reference Orbit Imagery (ROI) consists of selected  cloud-free  MISR  imagery mosa- 
icked and stored in the 233 files corresponding to the  233  orbit  paths of the NASA’s Terra  spacecraft. 
Organized similarly  into  233 files are the Projection Parameters (PP), which are  produced off-line us- 
ing rigorous  photogrammetric reduction methods. The  PP files provide  geolocation  information  for 
acquired ROI’s on a pixel by pixel basis. The major objective to be reached in  order to produce pairs 
of the PP  and  ROI of required accuracy is the removal of errors in the  supplied  ephemeris and attitude 
data. In order  to model these errors  we used a  simultaneous  bundle  adjustment  utilizing multi-angle 
imagery. 

The inflight geometric  calibration processing starts with camera  geometric model calibration via 
least-square  space resection. Once the cameras are recalibrated the  estimate of the ephemeris and at- 
titude error  models  can begin. A pictorial description is given in Figure 1. 

The  camera  calibration will use  a  set o globally distributed GCP’s. The  GCP’s will be  measured in 
corresponding  MISR  image  segments acquired during  a  one  month period. It is expected that during 
that period each  GCP will be seen in at least three different orbit passes.  The large number of obser- 
vation is required in order to isolate  static and systematic  (e.g.  temperature  dependent)  errors of  the 
individual cameras  from the errors in the navigation data. 

The next calibration  step is based on the simultaneous bundle adjustment which take  advantage of 
MISR unique  multiangle  imaging  capabilities. For that purpose the tie points measurement of the con- 
jugate  features across nine  cameras  are made. These  measurements  constrained with the already men- 
tioned GCP’s,  a global digital elevation model, and  a recalibrated camera internal geometries are used 
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to estimate  errors of the  ephemeris  and attitude data  for  number of selected  orbit  passes. The plane is 
to perform  this  adjustment  for about 30 percent of  all MISR data that are acquired  during a period of 
six  months.  This is optimal in regards to available SCF computing  resources  and  will  provide  at  least 
four  orbit  passes  for  the  creation of reference orbit imagery  corresponding to a single  orbit  path. 
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Fig. 1: Inflight  geometric  calibration  process. 

3 - INPUT  DATA 

3.1 - Camera  Geometric  Model 

The  MISR instrument  consists of nine push-broom cameras.  The  cameras  are  arranged with one  cam- 
era pointing toward the  nadir  (designated An), one bank of four  cameras  pointing in the forward  di- 
rection (designated  Af, Bf,  Cf, and Df  in order of increasing off-nadir angle),  and  one bank of four 
cameras  pointing in the  aftward  direction (using the same convention but designated Aa, Ba, Ca, and 
Da). Images  are  acquired with nominal view angles, relative to the surface  reference  ellipsoid, of O", 
26. lo,  45.6, 60.0", and 70.5" for  An,  Af/Aa,  Bf/Ba,  Cf/Ca,  and  Df/Da, respectively. The instantaneous 
displacement in the along-track  direction between the Df and Da views is about 2800 km (see Figure 
2), and it takes about 7 minutes  for  a ground target to  be observed by  all nine  cameras. 

Each  camera  uses  four  charge-coupled device line  arrays parallel in a single  focal  plane.  The 



line array  contains 1504 photoactive pixels, each 2 1 pm x 18 pm. Each line array is filtered to provide 
one of four  MISR  spectral bands. The cross-track instantaneous  field of view and sample  spacing of 
each  pixel is 275 m for all of the off-nadir cameras,  and 250 m for the nadir camera. In order  to  sim- 
plify manufacturing, same optical design is used for nadir and  Af/Aa  off-nadir  cameras,  resulting in 
slightly different cross-track instantaneous fields of view. Along-track  instantaneous  fields of view 
depend  on view angle, ranging from 250 m in the nadir to 707 m at the most  oblique  angle.  Sample 
spacing in the along-track direction is 275 m in all cameras. 

“Physical” MISR instrument 

Fig. 2: MISR cameras  configuration 

In  order to find  the geolocation corresponding to a pixel’s  field of view, the pixel pointing  di- 
rection is  expressed  in  the geocentric coordinates  system, as follows: 

where P,,, is the pixel pointing direction relative to the spacecraft  coordinate  system. T ,  , defined by 
the navigation and attitude  data at the time of imaging,  represents the transformation between the 
spacecraft  and  Geocentric  coordinate  system (see). The vector P,,, is defined by the  observable  image 
coordinates  and the set of constants which represent the  instrument interior orientation  parameters and 
transformation  between  the instrument and spacecraft  coordinate axes. There will be nine sets  of 
parameters  corresponding  to the nine MISR  cameras. 

These  parameters  are  used to write a mathematical expression relating line  and  sample ( I ,  s )  
coordinates of a band in  one of the MISR  cameras to the vector is,, in spacecraft  coordinates  system: 

- 
- ( k+(Z-ZNT(Z+0 .5 ) )dX)  

5 

f - cy> 
i 

i = O  

f - 

where: 
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T S i  is the rotation matrix function of the angles (az,  ay7 a,) between the spacecraft  and  instrument 
coordinate  systems. 
Ti,  is  the rotation matrix  function of the angles (6;p ) between the  instrument  and  camera  coordinate 
systems. 
T,, is  the  rotation  matrix  function of the angle E between  camera and detector  coordinate  systems. 
k is the  separation of the  particular band from  the intersection of the z axis with focal  plane. 
cy is the  pixel number (i.e., boresight pixel)  corresponding to the x axis ( y  = 0 ). 
d ,  is  the  detector pitch in x direction. 
f is the effective  focal  length. 
ai i = 0, 1, 2, 3 , 4 ,  5 are  the  coefficients of a fifth-order  polynomial to account for the  nonlinear 
distortions of the field  angle in the cross-track  direction. 

The  camera  geometric  model  has been calibrated on the  ground  prior  to  launch. A sample of the values 
obtained  during preflight calibration is given in Table 1. 

Table 1. Camera  Geometric  Model  Parameters - a subset of preflight calibrated 
values for red band at 5°C. Sample for three cameras. 

Downtrack 
Cam. f o  angle 

k ( 3 , 5 )  deg (mm> 

Df 123.67 -0.065 

An 58.944 -0.050 

Da 123.653 -0.0358 

Calibration 

Pre-flight 

temperatures temperatures 
lab at three lab at three 
measured in measured in 

~ ~ ~~~~~~~ ~ 

i 

In-flight Yes no 

Sensitivity thermal none 

1.2747e-0 1 -0.2759  -28030 
58.1266 

2.71992e-01 
0.0016 
0.0022  -0.1518 

1.294 le-0 1  0.869 1 2.73 14 
-579879 

! 

measured in 

temperature 
lab lab lab at three 

measured in measured in 

Yes Yes no 

thermal thermal & none 
gravity 
release 

0.006666 
-0.041 1 1  1 
-0.0658333 

0.006666 

-0.0658333 
-0.041 1 1 1 

0.006666 
-0.041 1 1 1 
-0.0658333 

measured 
once 

mounted  on 
the SIC 

yes 

thermal and 
gravity 
release 

A subset of these  parameters will be affected by distortions  resulting  from  the  deformations of me- 
chanical  connections  between the cameras, optical bench and the  spacecraft  platform,  caused by 
launch  and  gravity  release of the  camera  system.  In that regards they (see Table 1) will be recalibrated 
inflight. 

3.2 - Spacecraft ephemeris and attitude dataset 

As pointed out  earlier in equation ( I ) ,  the spacecraft navigation and  attitude  data  must be known to 
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relate a vector referenced to the spacecraft coordinate system (e.g., ?,,,) to the ground  coordinate sys- 
tem, 

The navigation data of interest to the in-flight geometric calibration are spacecraft  position  and veloc- 
ity vectors. The navigation system uses a high accuracy output based on the TDRSS  Onboard  Navi- 
gation System (TONS) as the primary method of producing navigation data. The  TONS navigation 
filter provides near real-time estimates of TERRA position and velocity every 10.24  seconds.  The 
Guidance, Navigation and Control Subsystem  (GN&CS), which provides position  and velocity every 
1.024 seconds, uses a second order Taylor series integrator to do estimation  between TONS measure- 
ments. The position and velocity vectors are reported relative to the Geocentric  Inertial  Coordinate 
System of the mean Equator and Equinox of 52000. They are  used to define the relation  between the 
Orbital Coordinate System and the Geocentric Coordinate System at an instant of time. If P is posi- 
tion and is velocity then the transformation between these two coordinate  system  can  be written as: 

T g o  = [2 9 21 

where 

The attitude data  are  produced through an attitude determination algorithm based on Kalman filtering 
theory. This  algorithm receives measurements of stars or Sun and provides a 6-element  state  correc- 
tion vector consisting of 3 small angle attitude errors and 3 gyro bias compensation  errors.  Calls are 
made to the  Kalman  update filter every 10 seconds, if stellar or solar measurements  are available. At 
other times the attitude is propagated using gyros. The GN&CS provides attitude  angles relative to the 
Orbital  Coordinate  System, and attitude rates relative to the Spacecraft  Coordinate  System every 
1.024  seconds. The attitude angles, i.e., roll R , pitch Y , and yaw K , are used  to define the  transfor- 
mation between  the  two  coordinate  systems: 

T o ,  - - 
cosYcosK  sinRsinYcosK-cosRsinK  cosRsinYcosK + sinRcosK 
cos Y sin K sin R sin w sinK + cos R cos K cos R sin" sin K-sin SZ cos K 

-sinY  sinR cos Y cos R cos Y 1 
Combining (5) and (3) with (2) the viewing direction expressed in the Geocentric  Inertial  Coordinate 
System is: 

rgci = T T r go os scs 

The  TONS  accuracy  estimates  and  attitude determination accuracy estimates fall within the three-sig- 
ma navigation and  attitude knowledge requirements. However, one of the  goals of the  inflight  calibra- 
tion is to remove unexpected and significant  errors  embodied in 
terms will be added  to  the model (6) and that topic is the 
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3.3 - Ground  Control  Points  Measurements 

Database 

A  single  MISR  ground  control  point  is a collection of nine  geolocated  image  patch of a well-defined 
and easily  identifiable  ground  feature. The location of a particular  ground  feature is defined by corre- 
sponding  geodetic  coordinates. In our case, the  ground  feature  is of type  which can be found  and  pre- 
cisely  located in the  applicable  MISR  image,  using  automated  image  matching.  The  optimal  size  (e.g., 
about  64x64  MISR  pixels) of the  image  patch  is driven by the  image  matching  algorithm  requirement. 
The  accuracy of associated  ground  coordinates is expected  to be 30 m for  one  sigma. 

A  completed  MISR  GCP’s  database  will  contain  about 120 individual  points  distributed  across all lat- 
itudes,  the  majority of which,  about 60, are in the  USA.  About 50 points  are  equally  distributed  across 
Russian,  African  and  South  American  regions.  Remaining  points  are  located in Australia / New 
Zealand  region. 

The  construction of database involves two main processes.  The first one is acquisition  and  production 
of terrain-corrected  Landsat TM scenes  over  desired  ground  locations.  The  second one is extraction 
of image  chips  from  the  TM  imagery  and  update of the GCP  database. The selection of candidate 
ground  location  and TM scenes was done in collaboration  with  MODIS  team  and  EROS  Data  Center. 
Seasonally  invariant  features  (e.g.,  man-made  objects,  coastlines)  are  the  first  choice for GCPs.  Once 
the  Landsat TM scenes were selected  EROS  Data  Center was responsible for precise  geometric  pro- 
cessing and terrain  correction of these  scenes  prior to its  distribution  to  the  MODIS  and  MISR  teams. 
This  terrain  corrected  imagery  is  then  used as the input to a ray casting  simulation  software. The soft- 
ware replicates  MISR  viewing  geometry  producing nine images  (corresponding  to  nine  MISR  cam- 
eras) which are then used for  the  extraction of smaller  image  chips.  This  warping of TM imagery is 
necessary in order  to  obtain  image  chips  with  best  possible  chances  to  be  identified  in  corresponding 
MISR imagery. 

Purpose 

Ground  control  points  are used to detect  errors in the pointing of a MISR  camera  for  two  purposes 
during  in-flight  calibration.  First, and primarily, they are used  to  separate  navigation  errors  from  errors 
in the  camera  geometric  model,  enabling  the  update of the  model  parameters.  Second,  ground  control 
points  provide an excellent  constraint  while  correcting  for  navigation and attitude  data  errors. 

The  centers of every GCP image  chip  are  tagged with accurate  geo-location.  This  ground  location is 
expressed  through  the Xctr ,  Y,,, , and Z,,, coordinates  relative to the  Conventional  Terrestrial  Refer- 
ence  Coordinate  System  (i.e.,  Earth  fixed).  Since  the  direction  between the spacecraft  center of mass 
(within +3 m) and  the  GCP is the  same as the  image  viewing  direction  to  that GCP, if both  are  ex- 
pressed  relative to the  Geocentric  System,  the  GCP is used to  complement  the  collinearity  model in 
the  following  way: 

where Tgc is the  transformation  between  Conventional  Terrestrial  Reference  and  Geocentric  Inertial 
coordinate  systems at the  instant of time  when  the  GCP is observed.  The  coefficient k is a scale  factor. 
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The Bgci is the position of the spacecraft relative to  the Geocentric Inertial coordinate systems. The 
rgCi is the viewing vector representing the function of the spacecraft attitude  and the Camera  Geo- 

metric Model. Equation (7) represent basic condition used during estimation of various parameters of 
the Camera Geometric Model. 

Fig. 3: GCP in  relation  to the camera  vector 

Identification 

In order  to  be  used during calibration GCP  image chips must be precisely identified in applicable 
MISR  imagery.  The  image location of the identified GCP must be measured  and  image  line, and 
sample  coordinate are passed as the input to the calibr ram. The process of accessing, 
identifying  and measuring GCP’s is fully automatic. It is a combination of the area-based 
cross-correlation and least square  image matching which s ide measurements with accuracy 
of 1/8 of pixel for one sigma. 

3.4 - Global  Digital  Elevation Model 

”-i 

-f f -”2LA..‘ .- 
p 1 . c  

I/ 

Dataset 

A  seamless  global Digital Elevation Map  (DEM) is compiled  from  NIMA  DTED-1  and other non- 
NIMA data  sources.  The  dataset and special “retrieval” software are produced by the Cartographic 
Application Group  (CAG) at JPL and are available to MISR for internal use. About 60% of DTED-1 
are elevation posting provided on 100 m  spacing with 30 m vertical accuracy which meet accuracy 
requirement of our calibration algorithm. Other portions of the dataset are of reduced accuracy but are 
still useful as the input to calibration. 

The  user of the  dataset may specify size and location of the geographical grid with 3 arcsec spacing 
and obtain the following information on each of the 3 arcsec postings: 1) elevations in meters, relative 
to the Mean Sea Level, 2) flags indicating “land”,  “water”, or “boundary” types of surface, and 3) 
meta-DEM  data indicating source of the DEM postings and quality (accuracy) identifier. 

During in-flight geometric calibration DID will be used to determine an equation of the surface over 
a small  (max 6 x 6) rectangle. Such an equation of the surface is used as the constraint while modeling 
errors in the navigation and attitude data. 
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Initially, using only supplied navigation and attitude  the ground location of the  image  point of interest 
will be determined.  Then a rectangular grid of limited size of the elevation postings  surrounding the 
ground point can be extracted  from the DID. Using latitude,  longitude ( la t i ,  Zonj, where 

polated surface of the  form 
i , J  * = 0, 1, . . . N  is  the  size of the grid) and elevations (hii) a general  function of the  continues  inter- 

h = P(Zat, Zon) (8) 

can be determined  where P may belong to the family of either bilinear, biquadratic, or bicubic  inter- 
polating  functions.  During  simultaneous bundle adjustment  (Section 4.2) the least-square  estimate of 
the ground coordinates (X,,,, Y,,,, Z,,,), is  made while removing errors from the  navigation  and  at- 
titude data. These ground  coordmates will be additionally  constrained with equation (8) when they 
are related to  the Zat, Zon , and h as follows 

X,,, = ( N  + h )  cos (Zat) cos (Zon) 

Y,,, = ( N +  h)cos(Zat)sin(Zon) 

Z,,, = ( N ( l  - e  ) + h)sin(Zat) 2 

The  equations (9) represent  the  transformation  between  Geodetic  and  Geocentric  coordinate  systems, 
where N is  the  ellipsoid  radius of curvature in the prime vertical, and e is  the  ellipsoid  eccentricity. 

Without  surface  constraints (i.e., Equations (8) and (9)) modeling of the navigation and attitude 
errors will be limited  to  the relative effects only (utilizing multi-viewing capability of MISR).  How- 
ever, in order  to  account  for  absolute  error, the surface  equation is the second  best  constraint  after the 
GCPs, which in  some  cases  can be scattered  too  far  from  each other. 

3.5 - Tie  Points  Measurements 

While  ground  control  points  and global digital elevation inputs  to  calibration  require  preparation of 
datasets  prior to launch  the tie points measurements  demand only availability of data  obtained  during 
flight. In  particular,  radiometrically  corrected  MISR Level 1 imagery and associated  supplied  space- 
craft  navigation and attitude are needed to obtain  tie point measurements. The tie point is a ground 
feature which can be easily identified on multiple  MISR imagery with the goal  to accurately measure 
its  image  location on three  or more camera views. The tie point  measurements will produce a set of 
conjugate  image  locations which are then used as  the ties between images obtained at different  instant 
of time. 

A thorough description of the  tie points measurement  algorithm is beyond the scope of this paper. In 
short,  based  on  initial  conjugate image locations  determined  using  the  knowledge of MISR navigation 
data,  interest  point  features are detected  independently on all 9 local  conjugate  image patches extract- 
ed from  MISR  imagery [5]. A feature-based  matching  scheme, namely consistent  labeling with for- 
ward check [7], is  then  used  to match conjugate interest points as improved  tie-points,  compared to 
the original  ones. As the  last  step an area-based  matching  algorithm  is then used  to accurately identify 
the  final  tie-point with an uncertainty of less than 0.2 pixel. The tie-point identification is a completely 
automated  process  without  human  intervention. A supporting  method with a human  operator in the 
loop will be used mostly for validation purposes  and for some  infrequent  occasions where improve- 
ment of the automatic  detection of tie points is needed 
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4 - CALIBRATION  ALGORITHM  MATHEMATICAL  DESCRIPTION 
4.1 - Camera  Calibration 

The  algorithm  underlaying mathematical model used for  camera  geometric  calibration  is  based on 
least-square  space resection method exploited in frame photogrammetry. 

Looking  back on Figure 3, the statement can be made that the camera, GCP  and image of that point 
all must be aligned.  The mathematical term expressing this geometric condition  is the collinearity 

' condition. The final form, which is going to be used in this  Ylibration, can be derived from  the  equa- 
tion (7). Let us propose that Ggci = T,, X [X,,, Y,,, Z , d  is the GCP vector in the  Geocentric  In- 
ertial  frame.  Then (7) can be rearranged as: 

k . r  . = G . -Pyc i  
gel gel 

The vector rgci is derived (subsections 93.1 and §3.2), to be: 

0 .  

' g c i  = ' TgoTosTs iT icTcdrdcs  

In order to further  rearrange (lo), the transformation from the Geoc 
ordinate  system  is set  to be M = [ T g o T o s ~ s i T i c T c d ]  , so that T 

entric  Inertial 

or  further  (dropping  out the subscripts which denote  coordinate  system) 

r 1 

0 

to the Detector  co- 

Expanding  the  right  hand side and dividing the first two  equation by the third,  leads to collinearity 
condition  equations: 

which will be used as the mathematical model in the least-square resection. Since  the  equations (14) 
are non-linear the linearized  form  for a single ray ( j  th GCP seen on i th MISR  image) would be: 

where: 
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ALGORITHM  DESCRIPTION 

Table 3: Sensitivity  to  Attitude  Errors  (camera  pixel 0, red  band) 

Yaw + 10 arcseconds  Pitch + 10 arcseconds Roll + 10 arcseconds 

As can  be  seen, we are  not  equally  sensitive  to  each of the  attitude  angles. We are  far  more  sensi- 
tive to  pitch  than any  of the  other  angles.  The  effect of  yaw and roll are  roughly  the  same,  and  are 
largely  in  the  cross  track  direction. 

Attitude  Error  Model 

The  error  term Eattitude is  a  slowly  varying  function. We intend on modeling it by a  spline  curve. 
The  spline  is  a  piecewise  cubic  polynomial, with coefficients  selected so that  the  value of polyno- 
mial  and  its  derivative at the  location of the knots  match  the given position  and  velocity of the 
knot. For the  polynomial valid between knot i and i + 1 with angle at ti of a i ,  rate at ti of ai’ 
and  an  angle  and  rate at time ti + of ai + and a’i + we have: 

. t - t i  t - ti 

ti + 1 - ti z +  1 
a = cg+ci  

cb = ai (56) 

c ;  = ai’(ti + 1 - t i)  (57) 

c; = 3 ( a i + 1 - a i ) - ( a ’ i + l + 2 a i ’ ) ( t i + l - t i )  (58) 

c3 = - 2 ( a i + ~ - a i ) + ( a ’ i + 1 + a i ’ ) ( t i + 1 - t i )  (59) 

The  location of knots  in  the  spline  are  determined so that  the  resulting  spline  models  the  attitude 
error  closely  enough  to  meet  the  error  budget  for  the  simultaneous  bundle  adjustment. As shown 
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a is a 2x2  matrix of partial  derivatives  with  respect to observations. 
v is a 2x1  vector of observational  residuals. 
b is a 2x3  matrix of partial  derivatives with respect to CGM  parametersp, 6 and E which  are  going 
to be calibrated. 
A is  a  3x1  vector of parameter  corrections 
f o  is a pair of functions  evaluated  at  the  actual  observations  and  initial  values  (pre-flight  CGM)  of 
the  parameters of interest. 

Now, let's  say  that the q is 2x2  variance-covariance  matrix of the  line  and  sample  observations  for a 
GCP. Given n GCPs  seen in rn MISR  images a solution of the ( n  xrn ) system of the  equations of type 
(1 5) can be written as: 

A = N"T 

where 3~3..matrix N" can be evaluated as 

and  3x1  matrix  T as 

The  least-square  solution  is  iterative,  and  since  the  initial  values of the  parameters  would be close to 
their  real  value  (results of pre-flight  calibration),  the  convergence would be  of second  order  and rela- 
tively fast.  The criteria  for  termination of iterations is based on the  fact  that  parameter  correction 
should  approach  zero. 

4.2 - Simultaneous  Bundle  Adjustment 

The  navigation  and  attitude  data may contain  errors which could, when propagated,  reduce  the  accu- 
racy of the  geo-location  and  co-registration to  an unacceptable  level.  The  goal of this  calibration is to 
model  and  estimate  time-dependent  error  functions.  When  used with the  already  supplied  navigation 
and  attitude  data  and  inflight  calibrated  camera  geometric  model  during  these  error  functions  will as- 
sure  pointing  with  acceptable  accuracy. 

The  basic  ideas  characterizing  this  approach  are as follows: 

Takes advantage of MISR  multi-viewing  capability:  at an instant of time  the  MISR  instrument 
observes  (simultaneously)  nine  different  locations on the  ground.  Consequently, a single  ground 
point  is  seen  at  nine  different  instants of time.  Through  the  use of tie  points a strong  connection 
between  discrete  navigation  and  attitude  data  can be made, so that  estimation of a  time  dependent 
error  function is feasible. 
Models  the  attitude  and  ephemeris  knowledge  errors  according to a physical  model of the  mea- 
surement  devices. 
Uses a global  digital  elevation  model as a constraint  for  the  adjustment. 
Uses  available  ground  control  points as a constraint  for  the  adjustment. 
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e)  Uses a nonlinear least  squares  technique to determine the best fit of  the parameters of attitude and 

f> During  initial testing of the  system, evaluates how well our orbit measurement  model  models the 
ephemeris  error  model. 

real Terra orbit. 

Ephemeris Measurement/Error Model 

The  TDRSS  Onboard Navigation System (TONS) is used  to produce estimates of the  Terra  ephemeris 
at 10.24  second intervals, during  those  times that contact with the TDRSS can be established.  Contact 
with the TDRSS satellite can not be  maintained  throughout the whole Terra orbit. There are  two con- 
tacts per orbit,  each  lasting  for about 10 minutes. In between estimates from  TONS, a real-time  inter- 
face algorithm is used to  propagate  the  ephemeris. 

The largest ephemeris  errors  occur  during the times between  TDRSS contacts. The  most important 
error  term in the real-time interface  algorithm is a drag term that is not fully accounted for. This error 
term  leads 10 errors mostly in the  along  track  direction,  and is close to linear  in  time. 

This gives the  following  measurement  model: 

The  measurement model for Yrneasured and Zmeasured are identical. It should be pointed  out thgt this 
is done in the orbital coordinate  system, so that Zrneasured is in the radial direction, is in 
the along track  direction, and Ymeasured is in the cross  track direction. 

Xrneasure 

Attitude  Measurement  Model 

The attitude of the “Terra” spacecraft  is  measured by a combination of two  instruments, a pair of solid 
state star trackers  (SSST) and an inertial reference unit (IRU), made up of three gyros  and an associ- 
ated computer.  A fine sun  sensor (FSS) is used as a backup if one of the SSSTs fails. 

The  attitude  is  determined by a Kalman filter. The filter is updated every 10  seconds, if SSST or FSS 
sensor  measurements are available. The filter updates a six-element state vector consisting of three 
small angle attitude  errors  and  three  gyro bias compensation errors. At other  times,  the  attitude is 
propagated  using the IRU. 

The  two SSSTs will generally  see a star every 10 seconds. However, given certain  circumstances, a 
substantial  interference by the moon  can occur, preventing a filter update  for as long as 20 minutes. If 
the FSS is  being used because  one of the  SSSTs  fails, measurements of the sun will be made every 10 
seconds  while  the sun is visible. However, the FSS can only be used for about 22  minutes  out of  the 
90 minute  orbit. 

Between the SSSTFSS measurements,  the IRU  is used to determine the attitude rates. The IRU con- 
sists of three  rate-integrating  gyros  operating in a torque rebalance strap-down  mode. The  gyro rates 
are measured every 0.128  seconds,  and  the attitude and rates are updated every 0.5 12 seconds. 

The  star  tracker  measurement is modeled as: 
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Where A refers to one of the attitude  angles;  roll, pitch, or yaw. 

The IRU measurement  is  modeled as: 

AAmeasured = + Ebias Egyro white noise 

We can  combine the two  measurement  models to give: 

Arneasured = Atrue + Eattitude (22) 

Where Eattitude is slowly varying, changing on the scale of tens or hundreds of seconds. We intend on 
modeling it  by a spline  curve. The spline is a piecewise cubic polynomial, with coefficients  selected 
so that the value of polynomial  and  its derivative at the  location of the knots  match  the given position 
and velocity of the  knot. For the polynomial valid between  knot i and i + 1 with angle at ti of a i ,  
rate at ti of ai’ and  an  angle  and  rate at time ti + of ai + and a’i + we have: 

, t - t i  

ti + I - t i  l + l   l + l  
a = cb + Cf 

c; = 3 ( U i +  1 - a i )  - ( d i +  1 + 2ai’)(ti+ 1 - t i )  (26) 

c; = - 2 ( a i + 1 - a i ) + ( a ’ i + 1 + a i ’ ) ( t i + 1 - t i )  (27) 

The location of knots in the  spline  are  determined so that the resulting spline  models  the  attitude  error 
closely  enough  to  meet  the  error budget for  the  simultaneous bundle adjustment. It has been shown 
that  our  sensitivity  to  pitch  errors  is  much  larger than to yaw and roll errors.  This  suggests that we 
actually want to use a different  spacing of knots for each of the attitude angles; we can  tolerate fewer 
knots  for  the yaw and roll. 

We intend  on  using  equal  spaced  knots, with the  spacing  adjusted to give acceptable  accuracy of the 
attitude. However, a specific knot  might not have enough tie points or sufficient camera  coverage 
around it to  determine  the  knot  parameters. We remove knot i i f  

Ntie point seen( ti,  ti + 1, camera) < Threshold1 
cameras 

or 

{ 1 if (Ntie point seen( ti; ti + camera) f 0), 0 otherwise} c Threshold2 (29) 
camera 

Collinearity  Constraint 

The collinearity  condition  equations (14) derived in the previous section, in a general  sense, are also 
applied for the  model of simultaneous bundle adjustment. In this  case, the ground  coordinates  of a tie 
point are not actually known (only approximately) but are common in association with multiple pairs 
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of image coordinates of the  same tie point seen in multiple  camera views. If we use i as the index  for 
tie points and j as the camera index, than a  form of (14) can be written as a  system of equations: 

FV(liJ,  Pi,  EphemerisModel,  AttitudeModel, . . . )  = 0 

FY(siJ,   Pi,   EphemerisModel,   Att i tudeModel,  . . . )  = 0 
(30) 

where 1’’ and siJ are image coordinates of i-th tie point in  j-th  cameras.  The tie point ground loc+tion 
Pi along with the ephemeris and attitude error  models  are to be computed  via this estimation. Only 
initial values and  corresponding  a priori covariance matrix are given as the input. In the words system 
of equations (30) is based on the constraint that the image location of  a tie point  predicted by ephem- 
eris  and  attitude model match the actual image location  obtained through the  tie  point  matching.  In 
general, this system of equations cannot be sdlve$dxactly, so the equality  should  be taken in  a least - 
squares  sense, weighted by the appropriate cokfance  matrixes. 

Surface Constraint 

While  estimating the location of P i ,  we want to take advantage of the fact  that  we have a description 
of the surface pertained in a global digital elevation model.  Since we know a  tie point is  going to lie 
on a surface, we add the following to our series of equations: 

h(lat t iude(Pi) ,   longi tude(P,))-H(P,)  = 0 (3 1) 

where  height h is obtained using a global digital elevation model and  a  surface  interpolation  function, 
while  height H is obtained by a transformation between Geocentric  and  Geodetic  coordinates  systems 
defined in (9). 

Again, this set of equations are to be taken in the least  squares  sense,  weighted by the uncertainty of 
the  particular value in the digital elevation model. 

Ground  Control  Point (GCP)  Constraint 

We have collected  a  set of GCPs  for  camera  calibration, which we want to take advantage of during 
the  simultaneous bundle adjustment. We treat the  GCPs as any other tie point,  using  a  system of 
equations  like (30) to impose  the collinearity constraint. In addition, we want  to constrain the  loca- 
tion of Pi to  the known location of the ground control point PCcp.  We do this  by  adding the follow- 
ing to our series of equations: 

Again, this equation is to be taken in the least squares  sense,  weighted by the  covariance  matrix  of 
the GCP location. 

Solution o f  System o f  SBA  Eauations 

We adopted to solve the nonlinear system of equations (30), (31), and (32) by doing numerical lin- 
earization and using the  standard Levenberg-Marquardt method (see [4]). 

The Levenberg-Marquardt method is used to minimize F T ( x )   W F ( x )  . In our  particular example, F 
represented  evaluated-system of equations. W is the weight  matrix, which is the inverse of the apriori 
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covariance  matrix.  The  algorithm is iterative, calculating new value of x by: 

x ,  - - x , - , - ( J 7 ( x , _ l ) W J ( X , * - 1 ) + h l ) - 1 J T ( X , _ l ) W ~ ( X n - l )  (33) 

where J is  the  Jacobian  and h is  a  parameter  controlling how large of a step  we  make  take  in the 
steepest  descent  direction. The algorithm iterates until a  stopping  criteria is reached,  such as having 
the residuals F ( x , )  being sufficiently small. 

The  covariance of the resulting  parameters is given by 

c = ( J T ( X , -  , )WJ(X , -  + AI)-* (34) 

5 - CONCLUSION 

MISR  autonomous georectification data reduction is a  unique  process  requiring  specialized  type of 
the inflight geometric  calibration  operations.  The algorithms providing  theoretical  basis  for  these op- 
eration haire been  implemented  and  tested  using  simulated data,.. ur test cases and simulated  data 
have been based on the wide range of possible  conditions in terms of specified and  required  accuracies 
as well as the  distribution of ground  control  and tie points. In  addition to the operational  code we have 
developed a  number of tools to help  as  during initial algorithm / software validation efforts. Availabil- 
ity  of real image  data  is  required in order to fully tuned up  algorithm  focusing  on  the  elements  such a) exact  set of the camera  parameters to be calibrated, b) possible  correlation  between  parameters 
across  different  cameras, c) validity of the  ground control points  database - eliminate  possible  blun- 
ders,  d)  determine  optimal  ephemeris  error  model, e) determine  optimal  attitude  error  model  including 
the number of knots and threshold  used  for knots elimination. 

Y 
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